NP-COMPLETENESS OF THE RANDOM BINARY QUASI-DYADIC COSET WEIGHT PROBLEM AND THE RANDOM BINARY QUASI-DYADIC SUBSPACE WEIGHT PROBLEM
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Abstract. In 1978, the Syndrome Decoding Problem (SDP) was proven to be NP-complete for random binary codes. Since then, the security of several cryptographic applications relies on its hardness. In 2009, Finiasz extended this result by demonstrating the NP-completeness of certain sub-classes of the SDP (see [9]). In this paper, we prove the NP-completeness of the SDP for a specific family of codes: the random binary quasi-dyadic codes. We use a reduction to the Four Dimensional Matching Problem (proven NP-complete).

1. Introduction

In 1978, the Coset Weight Problem (CWP) and the Subspace Weight Problem (SWP), usually known by the name of Syndrome Decoding Problem (SDP), have been proven to be NP-complete for random binary codes by Berlekamp, McEliece and van Tilborg [4]. The hardness of those two problems is central in code-based cryptography. Indeed, the security of certain cryptographic applications like the public key cryptosystems of McEliece and Niederreiter directly relies on the difficulty of solving an instance of the SDP. In 1994, Shor showed [14] that cryptography based on the factorization or the discrete logarithm problems will not resist to quantum computer attacks. The code-based cryptosystems do not suffer (so far) of quantum attacks. Therefore, in 2009, Finiasz [9] proved the NP-completeness of certain sub-classes of the SDP especially for random binary Goppa codes and proposed to generalize this result to some other sub-classes of the SDP. This leads us to explore other sub-classes of the SDP especially for random binary quasi-dyadic codes. We prove in this paper that the Coset Weight Problem (CWP) and the Subspace Weight Problem (SWP), namely the Syndrome Decoding Problem (SDP), are NP-complete for random binary quasi-dyadic codes. Contrary to Bareto and Misoczki in [12], for our proof, we have done a constructive polynomial reduction and we prove that both the CWP and the SWP are NP-complete for random binary quasi-dyadic codes.
The codes we study are random and then do not suffer of the recent structural attacks. The SDP can be used for signature, identification, hash function.

In this paper, we prove the NP-completeness of the CWP and the SWP for an other class of codes, namely the random binary quasi-dyadic codes, by using a reduction to the Four Dimensional Matching Problem (FDMP). We will give general definitions in section 2, in section 3 we will give the main results and the proofs of the NP-completeness of the CWP and the SWP for the random binary quasi-dyadic codes.

2. General definitions

Definition 2.1. A \((n, k)\)-linear code on \(\mathbb{F}_2\) is a subspace of \(\mathbb{F}_2^n\) of dimension \(k\). A codeword is an element of the code.

Definition 2.2. The Hamming weight \(wt(y)\) of a word \(y \in \mathbb{F}_2^n\) is the number of non-zero coordinates of \(y\).

Definition 2.3. The parity check matrix \(H\) of a \((n, k)\)-linear code \(C\) is a \(n \times (n-k)\) matrix such that:
\[
\forall c \in \mathbb{F}_2^n, \{c \in C \iff cH = 0\}
\]
The Syndrome of a vector \(y \in \mathbb{F}_2^n\) is \(S(y) = yH\).

2.1. Syndrome Decoding Problem. Let \(C\) be a binary linear code of length \(n\) and dimension \(k\) and \(H\) its parity check matrix of size \(n \times z\) where \(z = n - k\). A codeword \(c \in C\) satisfies \(cH = 0\). We define the Coset Weight Problem (CWP) and the Subspace Weight Problem (SWP) as follows:

**Coset Weight Problem (CWP)**

*Input:* a binary matrix \(H\), a binary vector \(S\) and a non negative integer \(w\).
*Property:* Does it exist a vector \(y\) of weight \(\leq w\) such that \(yH = S\) ?

**Subspace Weight Problem (SWP)**

*Input:* a binary matrix \(H\) and a non negative integer \(w\).
*Property:* Does it exist a codeword \(c\) of weight \(w\) such that \(cH = 0\) ?

2.2. \(NP\)-completeness.

2.2.1. *Non deterministic Polynomial time (NP).*

**Definition 2.4.** NP means Non deterministic polynomial time.

**Definition 2.5.** \(NP\)-class

The \(NP\)-class is the set of all problems that can be solved by Non deterministic Polynomial time algorithms.

**Definition 2.6.** \(NP\)-problem

A problem in the \(NP\)-class is called a \(NP\)-problem.

To show that a problem is in the \(NP\)-class, it is sufficient to find an algorithm which verifies if a given solution is valid in polynomial time.
Definition 2.7. \( \mathcal{NP} \)-complete
An \( \mathcal{NP} \)-problem is said to be \( \mathcal{NP} \)-complete if the existence of a polynomial time solution for that problem implies that all \( \mathcal{NP} \)-problems have a polynomial time solution.
A problem is called \( \mathcal{NP} \)-complete problem if all problem of the \( \mathcal{NP} \)-class is polynomially reducible to it.

2.2.2. Polynomial Reduction. To prove that a problem \( A \) is \( \mathcal{NP} \)-complete, we must do a polynomial reduction of the problem \( A \) to an \( \mathcal{NP} \)-complete problem \( B \). For that it is necessary:

- To assume an algorithm \( \gamma \) is able to solve any instance of \( A \)
- To start from an instance \( U \) of \( B \)
- To convert this instance \( U \) to an instance \( V \) of \( A \)
- To solve \( A \) with input \( V \) using \( \gamma \) to obtain a solution \( S \)
- To convert this solution \( S \) to a solution \( T \) of \( B \)
- The conversions (transformations) must be done in polynomial time.
- Therefore if one day, it exists a polynomial time algorithm to solve \( A \) it implies the existence of an algorithm (polynomial) to solve \( B \). That proves that \( A \) is \( \mathcal{NP} \)-complete.

2.3. Four Dimensional Matching Problem (FDMP). To show that the SDP is \( \mathcal{NP} \)-complete Berlekamp, McEliece and van Tilborg built reductions from the Three Dimensional Matching Problem (TDMP) which is \( \mathcal{NP} \)-complete (it is problem 17 on Karp’s list in [10]). In this part, we will do reductions from the Four Dimensional Matching Problem (FDMP) which is also \( \mathcal{NP} \)-complete [16], to prove that the SDP is \( \mathcal{NP} \)-complete.

Four Dimensional Matching Problem (FDMP)
Input: a subset \( U \subseteq T \times T \times T \times T \) where \( T \) is a finite set.
Property: Does it exist a set \( W \subseteq U \) such that \( |W| = |T| \) and every two vectors of \( W \) have different \( i^{th} \) coordinate, \( i \in \{1, 2, 3, 4\} \)?

Theorem 2.8. [16] The Four Dimensional Matching Problem is \( \mathcal{NP} \)-complete

Proof. (1) Four Dimensional Matching Problem is in \( \mathcal{NP} \):
As certificate, use a given matching. Then, to verify, just check that each element of \( W, X, Y, \) and \( Z \) are touched exactly once, and that all the quadruples used are valid. This is easily done in polynomial time.

(2) Four Dimensional Matching Problem is complete:
Proof by reduction from the Three Dimensional Matching Problem.
For a given Three Dimensional Matching Problem over disjoint sets \( X, Y, \) and \( Z, |X| = |Y| = |Z| \) with a set of valid triples \( T \), construct a Four Dimensional Matching problem by creating a set \( W, |W| = n \). Create a 1-to-1 correspondence between elements of \( W \) and \( X \), so that \( w_i \) is paired with \( x_i \). Then create a set of quadruples \( Q = \{(w_j, x_j, y_k, z_l)| (x_j, y_k, z_l) \in T\} \).
So, if there exists a solution to the Four Dimensional Matching Problem, then the corresponding triples form a solution to the Three Dimensional Matching Problem, and vice versa.

**Example 2.9.** Now, let us give an illustration in order to show the relation between the SDP and the FDMP. Let \( T = \{1, 2, 3, 4\} \) and \( U = \{U_1, U_2, U_3, U_4\} \) with \( U_1 = \{1, 2, 3, 4\} \); \( U_2 = \{2, 1, 4, 3\} \); \( U_3 = \{3, 4, 1, 2\} \); \( U_4 = \{4, 3, 2, 1\} \). To relate the FDMP to the SDP, we introduce the incidence matrix \( A \) of size \(|U| \times 4 |T| = 4 \times 16\). We construct this matrix by expressing every coordinates of each vector \( U_i, i = \{1, 2, 3, 4\} \) in the basis \( \{1, 2, 3, 4\} \):

\[
egin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{array}
\]

Then in this basis : \( 1 = 1000 \) \( 2 = 0100 \) \( 3 = 0010 \) \( 4 = 0001 \), we obtain the matrix \( A \) (the \( i^{th} \) row in \( A \) corresponds to \( U_i \) in the basis \( \{1, 2, 3, 4\} \) \( 1 \leq i \leq 4 \)):

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

The matrix \( A \) has four 1 per line, one for each coordinate, in the column corresponding to the correct element of \( T \). With this new representation of the set \( U \) corresponding to the matrix \( A \), a valid solution to the FDMP is the existence of \(|T|\) rows of \( A \) whose mod 2 sum is \((1, 1, \ldots, 1, 1)\). We will now show that the SDP is \( \mathcal{NP} \)-complete by reducing FDMP to it. Let us define this reduction:

Suppose that we had a polynomial-time algorithm for the SDP (called \( \beta \)). Given an input : \( U \subseteq T \times T \times T \times T \) for the FDMP, let \( A \) be the \(|U| \times 4 |T| \) incidence matrix described above. Then running \( \beta \) with inputs \( H = A, S = \{1, 1, 1, \ldots, 1, 1\} \), and \( w = |T| \), we would see, in polynomial time, whether the matching existed or not. When we find a solution \( y \) to SDP, we can find from \( y \) the solution of the FDMP. Indeed, each position \( i \) of the non zero elements of \( y \) is the index of the element \( U_i \) of \( U \), obtained from the row \( i \) of \( A \) and thus the solution of the FDMP is the set \( W \) of these \( U_i \). So the solution of the SDP can be transformed into a solution of the FDMP. This proves that the SDP is \( \mathcal{NP} \)-complete.

2.4. **Quasi-dyadic codes.**

2.4.1. **Dyadic codes.** The dyadic codes are defined only for \( n \) a power of 2: \( n = 2^r \), \( r \in \mathbb{N} \).

For any integer \( i \in \{0, 1, 2, \ldots, 2^r - 1\} \), let \([i] = (i_{r-1}, i_{r-2}, \ldots, i_1, i_0)\) denotes its radix-2 representation, where:

\[
i = i_{r-1}2^{r-1} + i_{r-2}2^{r-2} + \ldots + i_12^1 + i_02^0 \text{ with } i_j = \{0, 1\} \text{ for } j \in \{0, 1, \ldots, r-1\}
\]
Radix-2 addition of two numbers \(i\) and \(j\) denoted by \(i \oplus j\) is defined in [15] by:
\[
i \oplus j = k \text{ where } k_\ell = (i_\ell + j_\ell) \mod 2 \quad \forall \ell \in \{0, \ldots, r-1\}.
\]

**Definition 2.10.** The \(m\)-dyadic shift, \(m = 0, 1, \ldots, n-1\), of a vector \((a_0, a_1, \ldots, a_{n-1})\) is the vector: \((a_0 \oplus_m, a_1 \oplus_m, \ldots, a_{n-1} \oplus_m)\)

**Example 2.11.** Let us take the vector of length 4: \((a_0, a_1, a_2, a_3)\).
The 3-dyadic shift applied to this vector gives \((a_0 \oplus 3, a_1 \oplus 3, a_2 \oplus 3, a_3 \oplus 3) = (a_3, a_2, a_1, a_0)\).

**Definition 2.12.** We call a linear code of length \(n = 2^r\) on a field \(F\), a dyadic code if the \(m\)-dyadic shift on each codeword is a codeword \(\forall m \in \{0, \ldots, n-1\}\).

2.4.2. Dyadic matrix.

**Definition 2.13.** Given a ring \(R\) and a vector \(h = (h_0, \ldots, h_{n-1}) \in R^n\), the dyadic matrix \(\delta(h) \in R^{n \times n}\) is the symmetric matrix with components \(\delta_{ij} = h_{i \oplus j}\). The sequence \(h\) is called its signature. A dyadic matrix is symmetric.

**Remark 2.14.** A dyadic code is a code whose parity check matrix is dyadic.

2.4.3. Quasi-dyadic codes. Suppose that each codeword is subdivided in blocks of same length.

**Definition 2.15.** A code is said \(m\)-quasi-dyadic if the \(m\)-dyadic-shift applied on all blocs of each codeword is a codeword.

2.4.4. Quasi-dyadic matrix.

**Definition 2.16.** A quasi-dyadic matrix is a (possibly non-dyadic) block matrix whose component blocks are dyadic sub-matrices.

**Definition 2.17.** A quasi-dyadic code is a linear error-correcting code that admits a quasi-dyadic parity-check matrix. A quasi-dyadic code is of length \(n = \ell 2^s\), \(\ell \in \mathbb{N}^*\) and \(\ell\) is the number of blocs of the codewords.

The parameters of quasi dyadic codes are:

\[
n = \ell 2^s \text{ with } \ell \in \mathbb{N}^*, s \in \mathbb{N} \quad \text{and} \quad k = (\ell - m)2^s \text{ with } m \in \mathbb{N}^* \text{ and } \ell > m.
\]

For more details on quasi-dyadic codes, the reader is invited to read [2].

2.5. The Kronecker Product. Let \(A\) be a \(k \times \ell\) matrix, and let \(B\) be a \(m \times n\) matrix.

**Definition 2.18.** The Kronecker product of \(A\) and \(B\) (denoted \(A \otimes B\)) is the \(km \times \ell n\) matrix:

\[
A \otimes B := \begin{pmatrix}
a_{1,1}B & a_{1,2}B & \cdots & a_{1,\ell}B \\
a_{2,1}B & a_{2,2}B & \cdots & a_{2,\ell}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{k,1}B & a_{k,2}B & \cdots & a_{k,\ell}B
\end{pmatrix},
\]

where \(a_{h,j}\) denotes the element of \(A\) in row \(h\) and column \(j\). Note that the Kronecker product of two matrices is another matrix, usually a much larger one (see [11])
3. Results

In this section, we will construct a reduction from the Four Dimensional Matching Problem (FDMP) which is also $\mathcal{NP}$-complete [16], to prove that the random binary quasi-dyadic Coset Weight Problem is $\mathcal{NP}$-complete.

3.1. The random binary Quasi-dyadic Coset Weight Problem (QDCWP). The CWP for random binary quasi-dyadic codes can be formulated as follows:

Let $l > 1$, $s, m \in \mathbb{N}^*$, $l > m$, $n = l \times 2^s$, $k = (l - m) \times 2^s$, a non negative integer $w \leq n$ and a vector $S \in \mathbb{F}_2^{m2^s}$.

**Input:** Let $H$ be a random binary quasi-dyadic matrix of length $n \times (n-k)$.

**Property:** Does it exist $y \in \mathbb{F}_2^n$ of weight $wt(y) \leq w$ such that $yH = S$?

**Theorem 3.1.** The QDCWP is NP-complete.

Before the proof of this theorem, we give its different steps:

- First, let $U \subseteq T \times T \times T \times T$ where $T$ is a finite set, be the inputs of FDMP.
- For each vector $U_i$ of $U$, we express each coordinate in the basis $T$ (see Example 2.9) which gives us the vector $h_i$.
- With the vectors $h_i$, we construct a matrix $H$ whose row $i$ is the vector $h_i$. From $H$ now, we construct a quasi-dyadic matrix $H'$ by using the Kronecker product. This matrix $H'$ will be the input of the QDCWP.
- We take as inputs of the QDCWP: the quasi-dyadic matrix $H'$ and $S = (1, 1, \ldots, 1, 1)$ and prove that a solution of the QDCWP with these inputs can be transform into a solution of the FDMP.

That will prove the $\mathcal{NP}$-completeness of the random binary quasi-dyadic Coset Weight Problem.

**Proof.** We prove the $\mathcal{NP}$-completeness of the QDCWP by reducing the FDMP to it. Here is the reduction.

- Let us assume an algorithm $\gamma$ is able to solve any instance of the QDCWP.
- Start from an instance $U$ of the FDMP.
- Let $U \subseteq T \times T \times T \times T$, where $T$ is a finite set, be the inputs of FDMP.
- Convert this instance $U$ to an instance $H'$ of QDCWP.

For each vector $U_i$ of $U$ ($i \in \{1, 2, \ldots, |U|\}$), we express each of its coordinates in the basis $T$ (as in the Example 2.9) which gives the vector $h_i$ of length $4|T|$. We can construct a matrix $H$ whose row $i$ is the vector $h_i$, $i \in \{1, 2, \ldots, |U|\}$. $H$ is a $|U| \times 4|T|$ matrix (see Fig. 1). From this matrix $H$ we construct the quasi-dyadic matrix $H'$ such that $H' = H \otimes I_2$ (where $\otimes$ represents the Kronecker product and $I_2$ the identity matrix of size $2 \times 2$) with blocks $H'_{ij} = H_{ij}I_2$. $H'$ (see Fig. 2), which will be the input of the QDCWP, is a quasi-dyadic matrix of size $2|U| \times (2 \times 4|T|) = 8|T|$ composed by identity matrices and null matrices, of size $2 \times 2$, which are dyadic. Solve the QDCWP with the inputs $H'$ and $S = (1, 1, \ldots, 1, 1)$ ($S$ with $8|T|$ ones (1)), using $\gamma$ to obtain a solution $y$.

Running the algorithm $\gamma$ with the inputs $H'$ and $S = (1, 1, \ldots, 1, 1)$ ($S$ with $8|T|$ ones (1)), we will find out in polynomial time whether the matching existed or
A solution to the QDCWP, with $H'$ and $S$ as inputs, is a vector $y$ of weight $2|T|$ such that $yH' = S$, thus find the solution $y$ is equivalent to find $2|T|$ lines of $H'$ whose sum gives $S$. The solution $y$ is a vector of length $2|U|$ which contains $2|T|$ non zero elements at the positions corresponding to the positions of the $2|T|$ lines summed.

- Convert this solution $y$ of the QDCWP into a solution $W$ of the FDMP.
  From the solution $y$ of the QDCWP, we can find the solution of the FDMP. Indeed first, we construct a vector $y'_i = y_i \times 2$, $0 \leq i \leq |U| - 1$. We are interested now in the positions $j$ of the non zero elements of $y'$ (the vector $y'$ has $|T|$ non zero elements), second we search in $H$ the row $j$ to form a vector $V_j$ ($j \in \{0, 1, 2, \ldots, |U| - 1\}$). Thus we will obtain $|T|$ vectors $V_j$. Now, let us denote $W$ the set composed by these $|T|$ vectors $V_j$, the set $W$ is the solution of the FDMP.

If one day it exists a polynomial time algorithm able to solve the QDCWP that implies the existence of a polynomial time algorithm to solve the FDMP. This proves that the random binary quasi-dyadic Coset Weight Problem is $\mathcal{NP}$-complete.

**Theorem 3.2.** The QDSWP is $\mathcal{NP}$-complete.

### 3.2. The random binary Quasi-dyadic Subspace Weight Problem (QDSWP).

The SWP for random binary quasi-dyadic codes can be formulated as follows: Let $l > 1$, $s, m \in \mathbb{N}^*$, $l > m$, $n = l \times 2^s$, $k = (l - m) \times 2^s$ and a non negative integer $w \leq n$.

**Input:** Let $H$ be a random binary quasi-dyadic matrix of length $n \times (n - k)$.

**Property:** Does it exist a codeword $c \in \mathbb{F}_2^n$ of weight $wt(c) = w$ such that $cH = 0$ ?

**Theorem 3.2.** The QDSWP is $\mathcal{NP}$-complete.
**Proof.** We prove the \( \mathcal{NP} \)-completeness of the QDSWP by reducing the FDMP to it. Here is the reduction.

- Let us assume an algorithm \( \beta \) is able to solve any instance of the QDSWP.
- Start from an instance \( U \) of the FDMP.

Let \( U \subseteq T \times T \times T \times T \), where \( T \) is a finite set, be the inputs of FDMP.

- Convert this instance \( U \) to an instance \( H_1 \) of QDSWP.

For each vector \( U_i \) of \( U \) \( (i \in \{1, 2, \ldots |U|\}) \), we express each of its coordinates in the basis \( T \) (as in the Example 2.9) which gives the vector \( h_i \) of length \( 4|T| \). We can construct a matrix \( H \) (like in the previous proof) whose row \( i \) is the vector \( h_i \), \( i \in \{1, 2, \ldots |U|\} \). \( H \) is a \( |U| \times 4|T| \) matrix (see Fig. 3).

From this matrix \( H \), we will construct the matrix \( H_1 \) below (see Fig. 4).

![Figure 3. Matrix H.](image)

The matrix \( H_1 \) is constructed as follows:

\( H_1 \) is a \((4|T|(|U|+1)+|U|) \times (4|T|(|U|+1))\) matrix with the \(|U| \) top rows consisting of \( H \) followed by \( 4|T| \) copies of identity matrices of size \(|U| \) and the \( 4|T|(|U|+1) \) low rows forming an identity matrix of size \( 4|T|(|U|+1) \).

From the matrix \( H \), we construct like in the previous proof, the \( 2|U| \times 8|T| \) matrix \( H' \) such that \( H' = H \otimes I_2 \) (where \( \otimes \) represents the Kronecker product and \( I_2 \) the identity matrix of size \( 2 \times 2 \)) with blocks \( H'_{ij} = H_{ij} I_2 \) (see Fig. 5).

Now from \( H' \), we construct the quasi-dyadic matrix \( H'' \) (see Fig. 6) which will be the input of the QDSWP. \( H'' \) is a \((8|T|(|U|+1)+2|U|) \times (8|T|(|U|+1))\) quasi-dyadic matrix just constructed by replacing \( H \) by \( H' \) in \( H_1 \).

- Solve the QDSWP with the inputs \( H'' \) and \( w = 2|T| + 8|T|(|U|+1) \), using \( \beta \) to obtain a solution \( c \).

Running the algorithm \( \beta \) with the inputs \( H'' \) and and \( w = 2|T| + 8|T|(|U|+1) \), we will find out in polynomial time whether the matching existed or not.

A solution to the QDSWP, with \( H'' \) and \( w \) as inputs, is a vector \( c \) of weight \( w \) such that \( cH = 0 \), thus find the solution \( c \) is equivalent to find \( 2|T| + 8|T|(|U|+1) \) lines of \( H'' \) whose sum gives 0. We will choose among the \( 2|U| \) first lines of \( H'' \), \( 2|T| \) lines whose sum give \( S_1 = (1, 1, \ldots, 1, 1) \) (\( S_1 \) with \( 8|T|(|U|+1) \) ones (1)). So to make this sum null we will add the \( 8|T|(|U|+1) \) last lines of \( H'' \) (all the lines of the lower identity matrix) that will give us the null sum we search. Therefore to find a null sum of \( H'' \) lines we will add \( 2|T| \) lines (among the \( 2|U| \) first lines of \( H'' \)) whose sum will give \( S_1 \) and the \( 8|T|(|U|+1) \) last lines of \( H'' \) which gives a total of \( 2|T| + 8|T|(|U|+1) \) lines of \( H'' \) added. The solution \( c \) is a vector of length \( 2|U| + 8|T|(|U|+1) \) which contains \( 2|T| + 8|T|(|U|+1) \) non zero elements at the positions corresponding to the positions of the \( 2|T| + 8|T|(|U|+1) \) lines.
summed.

- Convert this solution \( c \) of the QDSWP into a solution \( W' \) of the FDMP.

From the solution \( c \) of the QDSWP, we can find the solution of the FDMP. Indeed first, we construct a vector \( c' \) of length \(|U| + 4|T|(|U| + 1)\) such that 
\[
    c'_i = c_{i \times 2}, \quad 0 \leq i \leq (|U| + 4|T|(|U| + 1)) - 1.
\]

We are interested in the positions \( k \) of the non zero elements of the \(|U|\) first coordinates of \( c' \) (the \(|U|\) first coordinates of the solution \( c' \) has \(|T|\) non zero elements). Second we search in \( H_1 \) the line \( k \) and a vector \( W_k \) is formed from the \( 4|T| \) first elements of this line \( k \) (\( k \in \{0; |U| - 1\} \)).

Thus we will obtain \(|T|\) vectors \( W_k \). Now, let us denote \( W' \) the set composed by these \(|T|\) vectors \( W_k \), the set \( W' \) is the solution of the FDMP.

If one day it exists a polynomial time algorithm able to solve the QDSWP that implies the existence of a polynomial time algorithm to solve the FDMP.

This proves that the random binary quasi-dyadic Subspace Weight Problem is \( \mathcal{NP} \)-complete. \( \square \)
As we have proven that the QDCWP and the QDSWP are NP-complete for random binary quasi-dyadic codes we can thus conclude that the Syndrome Decoding Problem is NP-complete for random binary quasi-dyadic codes.

4. Conclusion

We have extended Finiasz’s results which prove the NP-completeness of certain sub-classes of the Syndrome Decoding Problem (SDP). Indeed, in this paper, we have proven the NP-completeness of the SDP for another class of codes: the random binary quasi-dyadic codes. We have, firstly, proven the NP-completeness of the random binary quasi-dyadic Coset Weight Problem (CWP) and secondly the NP-completeness of the random binary quasi-dyadic Subspace Weight Problem (SWP) by doing a constructive polynomial reduction of those problems to a NP-complete one: the Four Dimensional Matching Problem (FDMP). In the future, it will be interesting to study if the Syndrome Decoding Problem (both Coset Weight Problem and Subspace Weight Problem) is still NP-complete for other family of structured codes.
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